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ABSTRACT
The Spamlet system uses intelligent  agents to interact with spam messages and systems
referenced  in  spam.   The goal of  Spamlet is  to  consume spam senders’  resources by
engaging the spammer  in  an unproductive  conversation or information exchange.  In a
previous paper we showed with preliminary results that our approach was successful.  In
this paper we give more experimental results to support our hypothesis.  When Spamlet
agents are used on more spammers, the agents have to differentiate themselves from the
spammers.  We discuss a personality structure that is used to individualize the agents.

1.  INTRODUCTION
The primary reason why spam is profitable is that spammers send can messages for very
little cost, with respect to both computing and human labor.  The Spamlet project began
as a technique, which we refer to as duping, which attacks the senders of spam. The basic
idea of this technique is to pose as a dupe by responding to spam, forcing spammers to
spend  time  pursuing  a  false  lead  or  dupe.   As  a  test  of duping,  in  2004 we  started
responding to Nigerian spam of the form “Dear Sir, Please help me transfer millions from
my third world country and you will receive 25% of the proceeds.”  As a test of duping,
in  2004 we started responding to the Nigerian 419 bank scam; the scam that asks the
recipient  for  help  transferring  money  in  exchange  for  a  percentage  of the  proceeds.
Instead of spending 2-3 seconds to delete the messages that made it through our various
spam filters,  we spent  a  few additional  seconds  sending  a reply such as,  “I am very
interested,  please  send  details.”  Spammers  excitedly  responded  to  such  messages
attempting to perpetrate their fraud.  With each reply from the spammer we responded
with another short message of the sort, “Yes I am very interested, please call me” along
with an office telephone number or a fax number with a suggested calling time outside of
working hours. The chain of communications is easily continued and at times generated
more than 50 message exchanges and numerous telephone calls with a single spammer.
While  slightly more time consuming, duping also works for other types of spam.  For
example we have followed spam links to mortgage refinance web sites and entered data
(e.g.,  excellent  credit  and  looking  to  refinance  a  9%  mortgage)  that  has  resulted  in
approximately 25 mortgage broker return calls over a few days.

The  original  idea  of this  project  is  that  spam could  be  greatly  reduced  if  we  could
encourage  the  public  to  have  a  different  sociological  response  to  spam.   Spamming
schemes such as the Nigerian 419 bank scam and even phishing  become ineffective if
spammers are flooded with dupes.  After some exploration, we have decided that it is not
realistic to rely on a change in human behavior to bring this idea forward.  The project has
now shifted to creating the artificial intelligence toolkit called Spamlet  to carry out this
behavior.  Spamlet is an intelligent agent paradigm whose sole purpose is to consume as
much of the spammers’ resources as possible.   For spam that makes it  through a spam
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filter, rather than clicking a junk button, a mail user can click a Spamlet button on his/her
mail toolbar to have the message handled by Spamlet’s agents. To date we have built two
Spamlet agents:  Arthur, the agent for handling Nigerian spam, and  Patsy, the agent for
handling web form spam such as mortgage brokers.

The Arthur agent is designed to interact with the Nigerian spammer as if a real person is
responding to the spam.  In order to do so, the agent first  parses the email.  The initial
spam email has most of the information needed to get a conversation started.  To identify
the spammer the agent will use its email address as the key so that all incoming messages
can be related to that spammer.  Next an initial  Arthur response is sent to the spammer.
Arthur responses are stored in a database and are stored by categories such as: who are
you,  am interested,  money issue,  phone me.  There are multiple  messages per category
type. The agent tracks what type of response categories it  has sent out in order to limit
duplicate messages.  Arthur will continue to return messages to the spammer as long as
the spammer  keeps replying.   In practice we have found even random messages (i.e.,
“How is the weather in your city?” or “Do you have a family?”) work well in prolonging
the dialog. We have set up email addresses, voicemail boxes, and a logging database to
collect data.

In order for  spamming  to become unprofitable  for spammers  the  Spamlet Arthur tool
needs be scaled to a much larger level.   Many agents need to communicate with many
different spammers.  At some point multiple agents will be communicating with the same
spammer.  When this occurs it is important that the agents appear unique.  We propose to
give  individual  personality aspects,  such as  personal  history,  varied  word choice  and
spelling, to each agent to define it  from the other agents. With the increased of variation
of the agents, the spammer should have more difficulty determining that the conversation
is from a Spamlet agent.

Section 2 describes some related work. Section 3 gives experimental results.  Section 4
gives  the personality design.   Section 5 presents some current  conclusions  and future
work.

2. RELATED WORK
In  our  previous  paper  [8],  we  discussed  the  success  we  had  with  our  Arthur agent
conversing with spammers. In attempting to add personality features, we built off of other
ideas. Nass, et al. [7] asked a pivotal question: Will artificial personalities work?  Nass et
al.  showed  that,  in  fact,  people  perceive  artificial  personalities  with  dominant
characteristics to be dominant  and more competent  than personalities  with submissive
characteristics.   They  also  showed  that  users  were  more  satisfied  with  their  own
performance when they worked with an artificial personality with similar  characteristics
as their own.

The original artificial agents from the late 1960s and 1970s, portrayed by Güzeldere and
Franchi  [5],  are  three  “colorful”  artificial  personalities:  ELIZA  [10],  the  Rogerian
psychotherapist; PARRY [3], the paranoid; and RACTER [2], the “the 'artificially insane'
raconteur.”  When in a conversation, these agents would take key phrases out of previous
message and then rework them into their  own response.   ELIZA, as the psychologist,
would rephrase the words to form a question.
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young woman: Well, my boyfriend made me come here.
eliza: Your boyfriend made you come here?

PARRY the paranoid,  acts a little  bit  differently.   It answers questions  in  a  way that
provokes more conversation.  It also gives the appearance of paranoia.

interviewer: What trouble did you have with the police?
parry: Cops don't do their jobs.

RACTER is known for jumping wildly around from topic to topic.  It will ask and answer
questions but as a dominant conversant.  It will lead the conversation to the next topic.

racter: What are you?
chamberlain: A time domain reflectometrist.
racter: Where are you from?
chamberlain: From New York City.
racter: I see. You are a time domain reflectometrist, right? Listen. Let's
determinedly cry together. I like captivating Italian Music. What kind of
music do you like?

Adams’  The  Personality  Forge  [1]  is  an  open  community  of  artificial  personality
developers.   The  personalities  are  developed  along  the  same  lines  as  the  original
personalities in that they rely on key words and phrases to build their next message.

In attempting to model emotion in artificial agents, Elliott [4] developed “The Affective
Reasoner.”  The Affective Reasoner takes a story, conversation, or situation and evaluates
it in terms of its emotional value to the agent.  Elliott developed a “Taxi Driver World”
that simulated multiple drivers in various situations, such as accidents or traffic.  Then the
drivers would base their actions off the emotional values.

Other  researchers have tried to develop personality in  artificial  agents.   Neubauer [9]
discusses  using  Jungian  personality  theory and  the  Meyer-Briggs  Type  Indicator  in
designing  artificial  agents.  In Jungian theory there are two attitudes (introversion and
extroversion) and four function (thinking, feeling, sensing, and intuition) of which one
attitude and one function dominate a personality.  Neubauer goes on to discuss that when
building  an artificial  personality the functions  that  can be  simulated are thinking  and
sensing because they are rational and easier to model.   Meanwhile feeling and intuition
are irrational and will have to be ”faked.”

Kshirsagar and Magnenat-Thalmann [6], discuss using a different  personality structure.
The  Five  Factor  Model  contains  five  personality  dimensions  (Extroversion,
Agreeableness, Conscientiousness, Neuroticism, and Openness).  When building an agent
that  can express  a  personality  through computer  generated graphics,  they connect  the
personality with emotional expressions.  Most interesting to our work is how they make
that connection.  On the top layer is one of the personality dimensions.   It is  consistent
throughout all interactions.  Beneath it are the moods of that agent.  An agent's mood does
change over time, but over a course of several interactions.  Beneath that are the agent's
current emotions.  They change frequently with each message or interaction.

3. EXPERIMENTAL RESULTS 
In  “Spamalot:  A  Toolkit  for  Consuming  Spammers’  Resources”  we  showed  some
preliminary results  [8] for  our prototype that  did  not  have varying  personalities.   We
seeded  the  Arthur tool  with  30  spammers,  which  resulted  in  20  threads  of
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communication.  The average length of conversation was seven responses back and forth.
The  longest  conversation  had  a  total  of  44  responses.  In  addition  we  received  17
voicemail messages.

Arthur Results:
Entered: 30
Responded: 20
Initiation Success Rate: 67%
Minimum Conversation Length: 1
Maximum Conversation Length: 44
Mean Conversation Length: 7.1
Median Conversation Length: 8
Total Voicemails: 17

Chart 1 - Arthur Results

The conversations fall into three categories.  First, there are conversations that end after
the second response sent  by the spammer.   Second, there were the conversations that
ended after about five to eight responses.  Finally there were the conversations that went
to lengths greater than fifteen.  We analyzed these messages to see what the differences
were.
 
The conversations that ended shortly thereafter were similar in that, like the original spam
message,  it  was  another automated message.   The  Arthur agent,  at  this  point,  cannot
actually read the messages.  If it  could,  it  would realize that the automated message is
actually referring the agent to another email  address.  Since conversations over multiple
email  addresses  are  unsupported,  the  Arthur agent  was  unable  to  continue  the
conversation.

The next subset of messages are the ones that realize soon that they are either talking to a
conversation agent or that they are not being taken seriously.  All of the spammers ask for
information right away but this subset stops if they know are not going to get anything
useful instead of continuing to beg for information.  In one example  the spammer  has
asked for the phone number and fax of our agent.  When not received in the next email he
stopped responding.  In actuality there is a message in our response database that gives a
phone number.  Unfortunately the agent never picked that response to send back.

The final subset of spammers allow for the conversations to go on for a long time.  Out of
the 20 emails five of them responded over 15 times.  In these cases the agent asked a lot
of questions.  In the beginning the spammer would repeat his request nicely.  But as the
agent  responses were repeated, the spammer  got mad.   Since by this  point  the phone
number  has been given out, the spammer  has called  our straight-to-voicemail  number.
However the downfall of these conversations was that in the end the spammer did not get
what he asked for.  

We believe our experiment was successful.   With just one agent we received some very
long  messages.   Since  the emails  were sent  out  the day after  a  previous  message,  a
conversation of 15 messages back and forth represented at least a 15 day conversation. If
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the scale was higher and he received 100 or 1000 of these messages, then he has to spend
quite a lot of time on conversations that go nowhere.

More experimental results can be found at http://www.rites.uic.edu/projects.html. 

4. PERSONALITY DESIGN
With widespread deployment around the corner, we found the need to individualize the
Arthur agent.  Eventually we want many agents talking to an individual spammer.  If the
agent uses the same messages or if  it  sounds the same as another agent talking to that
spammer,  it  is  much  more likely  that  the spammer  will  find  that  he  is  talking  to an
artificial  entity.   To  individualize  the  agent  we  decided  to  implement  a  personality
structure.  We began by adding memory and sophistication.

WordNet  [11]  defines  personality  as  “the  complex  of  all  the  attributes--behavioural,
temperamental, emotional and mental -- that characterize a unique individual.”  With this
definition in mind, we modelled personality in the Arthur agent.  We used the four key
aspects  of the definition  (behavioural,  temperamental,  emotional,  and  mental)  as  our
guide.   When an agent receives an email it  uses its personality as a filter for processing
the  information  and  generating  a  result.   Our  personality  model  is  layered  so  that
information goes from analyzing the information with Behaviour.  Then it is analyzed by
the agent’s Temperament and Emotion.  Then the Mental portion takes the information
and makes a decision.  Finally the decision response is generated and filtered by Emotion,
Temperament  and  Behaviour  on the  way out.   The  State Manager  makes  sure  that
information is stored and remembered.  Figure 1, shows the intended flow of the message
through the Agent's personality.
Behaviour is the manner of how the agent should control itself.   It is  the entry and exit
point for the agent as it processes the message. The two basic questions it should answer
are 1) How is the input processed?, and 2) How is the output displayed?  For example, if
one of the behavioural characteristics is laziness then the agent would only glance at the
messages and not  remember  as much.   Likewise,  when returning a response it  would
misspell  words and not  punctuate.   There also  could be an agent  that  does the exact
opposite.
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Figure 1 – Agent Personality Model

An  aspect  of  behaviour  is  an  agent’s  Sophistication.   When  generating  a  particular
response  the  agent  will  also  choose  words  and  phrases  based  off  of  a  certain
sophistication level. Each agent is assigned a certain sophistication number from zero to
ten.  An agent that is unsophisticated would have a number close to zero.  It would then
generate a message using generic words and phrases.   It would also be more likely to
commit  spelling and punctuation errors.  On the other hand a more sophisticated agent
would  use  “bigger”  words  and  spell  and  punctuate  the  message  correctly.   The
Sophistication Manager uses a random factor so that even the most sophisticated agent
could  use  small  words  and  misspell.   The  different  sophistication  levels  allow  for
messages that are similarly generated to look completely different when sent out.

The temperament  is  the disposition,  the usual mood,  of the agent.   The temperament
controls whether the agent is considered an introvert or an extrovert.  If an extrovert the
agent will try to be the dominant conversant.  It will ask more questions and send more
emails.   If an introvert,  the  agent  responds  with  shorter  messages.   Introversion and
extroversion can also be broken into different types.  For example,  a nervous extrovert
would sound paranoid, whereas a nervous introvert would sound reluctant. There can be
other layers built as well.

The emotional state of an agent will fluctuate based on the direction of the conversation.
It can react to emotional characteristics of an incoming message, for example the use of
all  capital  letters  to  indicate  shouting  and  anger.   The  agent  would  then  update  its
emotional  state  and  respond  accordingly.   An  agent  that  is  in  an  angry state  would
respond with harsher  words and the use of all  capital  letters.   An agent  that  is  in  an
apologetic state would respond with words pleading forgiveness.  The use of emoticons
would also be used in some places to show emotion.  The agent will store the emotions
and can use it for future reference
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The  mental  stage is  where the decision  is  made.   The  agent  will  use all  current  and
previous  knowledge  of the conversation to  choose the next  response.   The  ability  to
understand a situation and react accordingly can be different from agent to agent.  Some
agents  will  make  decisions  to  immediately  send  important  information,  like  phone
numbers  or passwords,  to spammers.   Other agents may need to ask more questions.
Some agents  could  have  poor memory and  “forget” earlier  parts of the conversation,
while other agents may have long memories.

The  Arthur agent  classifies  each  message  according  to  spammer  and  agent  in  a
conversation grouping.  The agent then has the ability to recall (or forget) a message and
keep track of attributes of the conversation.  Spamlet not only permits a list of messages
to be associated with a conversation, it  also saves a set of conversation state variables.
The Arthur agent that is handling the particular conversation can choose to store a set of
state variables onto the particular conversation for later use.  Both incoming and outgoing
messages can result  in  state manipulation by the agent’s State Manager.  For example,
this state could contain a list of messages that have already been sent to this spammer as
to avoid duplicates, or the last time a message had been received from a spammer in order
to perhaps send a “wake up” message after an extended amount of downtime.  The ease
of programming an agent to add state to a conversation makes it  possible to program an
infinite number of scenarios to present to a spammer.

As we increase the scale of which Spamlet is used, any number of Arthur agents can be
created.  In widespread deployment we will allow users to create their own Arthur agents.
The agents they create will have different identities based on differences in their names,
job  titles,  personality  attribute  levels,  phone  numbers,  and  email  addresses.   These
identities are changeable in an agent configuration file.

To test  the effectiveness  of  Arthur agent  personality,  we have run several  tests.   We
previously reported in [8] the testing of one agent on several different spammers.  Some
of the conversations were more successful than others.   We believe  that adding agent
personalities  will  increase  its  believability  and  increase  message  length.   To  test  the
effectiveness of the differences in  personalities  between agents,  we experimented with
several agents with different personality levels against a single spammer.  That result was
checked against a test where several agents with the same personality conversed with a
single spammer.  Assuming the intelligence of the spammers to be the same, we hoped to
show that agent personalities will  increase the lengths of conversations when multiple
agents are used.

Some of our preliminary results are shown in Figure 2. 

Arthur Results:
Initiated Conversations 14
Responded to Arthur 10
Initiation Success Rate: 71%
Minimum Conversation Length 1
Maximum Conversation Length 29
Mean Conversation Length 10.67
Median Conversation Length 11
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Total Voicemails 6

Figure 2 – Arthur with Personality Results

We started six different spammers in fourteen different conversations.  All six spammers
responded, but  not  to all  agents.  At  most  the spammer  was talking  to three different
agents.  As the conversations progressed there was no indication in  the emails  that the
spammer  knew the agents were the same.   As noted in  the above figure,  the average
lengths of the messages also increased as expected.

When multiple  agents interact  with a single  spammer  we also  received some positive
results.   Twice  we  had  three  agents  speak  to  a  single  spammer.   The  first  time  the
spammer talked to the agents in conversations of length 5, 11, and 12 respectively.  The
second time it talked to the agents in conversations of length 0, 5, and 29.  The empty
conversation was a result  of the spammer  not returning  our email.   Although a small
sample size, the personality model seems to work and spammers are treating the agents
differently.

6. CONCLUSIONS
We feel  we have built  a framework for a successful  conversation agent.   The  Arthur
agents can be constructed to look as if  they were very different  “people.”  One agent
could act as a young adult  with a short memory span while  another could be an older
professional who is very particular with punctuation and spelling.   Both of these agents
can speak to the same spammer.

The ability to chart  the state of a  conversation is  very important  in  constructing  new
features.  We have constructed the behavioral aspects of a personality for sending a new
message.   In  order  to  have  the  temperamental,  emotional,  and  mental  aspects  of  a
personality,  the agent  must  understand the incoming  messages.   We can guess,  from
studying  Nigerian  419 spam messages,  that  the spammers  want  sensitive  information
such as bank account numbers or social security numbers.  Based on those assumptions
we can send back appropriate messages.   With some natural language processing,  the
agent would be able to read the message and determine what is being asked for.  Then the
agent can update the temperamental,  emotional,  and mental aspects of the conversation
and store them as state elements.
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