This demonstration is an initial prototype of a larger effort to create a nutrition dialogue system that automatically extracts food concepts from a user’s spoken meal description. First, the user’s spoken input is recognized by a speech recognizer. Then, the language understanding component uses a semi-Markov conditional random field (CRF) to segment and assign semantic tags to each token in the recognized food diary, and a second CRF associates foods with their corresponding attributes. Finally, the segmented food concepts are shown in matrix form in a table along with potential matches to the USDA and other on-line nutritional databases.

1. INTRODUCTION

Existing approaches for the prevention and treatment of obesity are hampered by the lack of accurate, low-burden methods for self-assessment of food intake, especially for hard-to-reach, low-literate populations [1, 2]. For this reason, we are exploring whether speech understanding and dialogue technology can be used for efficient self-assessment of energy and nutrient intake. We are interested in studying whether speech can lower user burden compared to existing self-assessment methods, whether spoken descriptions of food intake can accurately quantify caloric and nutrient intake, and whether dialogue, perhaps in conjunction with other modalities, can efficiently and effectively ascertain and clarify food properties.

This prototype demonstrates our current progress in the extraction of food concepts from a user’s spoken meal description (e.g., extracting “a bowl of Quaker Oats” from the food log “for breakfast today I had a bowl of Quaker Oats and a chocolate chip muffin”), as well as retrieving relevant matches for food items from a nutritional database.

2. APPLICATION DESIGN

2.1. User Interface

The current interface (see Fig. 1) is configured with a single button to initiate speech recording. The recognized words are displayed on the web-page, along with any associated semantic labels determined by the CRF. A table matrix is shown, with rows corresponding to individual food items, and columns corresponding to the Brand, Quantity, and Description properties. An image associated with the top result from the nutritional database is displayed for each food item. Finally, for each food, we display the top ten matching items from the USDA and other on-line databases.

The nutrition system uses the SpeechRecognition API in the W3C Web Speech API Specification for audio capture and recognition in the web browser. This API supports continuous listening as well as user-specified start and stop capture, specification of language, whether interim results are sent, and the maximum N for N-best results. For user security reasons, the API requires permission from the user before initiating capture, but will remember the permission if the web application uses https. To use the interface, the developer need only create a SpeechRecognition object in JavaScript, configure it, and register an event handler for the recognition results. At this time, the API is only supported on Google Chrome.

2.2. Database

We examined potential sources of nutrition information, including the USDA and other on-line databases. The USDA maintains a free nutritional database of over 8,000 foods, including basic food items such as fruits, vegetables, eggs, milk, and bread. However, it is missing many common products that consumers would purchase, so we supplemented it using food products from on-line databases. We used the search APIs to query the databases for particular food items, and have been investigating different methods to search for particular foods. Ongoing work involves narrowing down the database hits to a few relevant choices and translating the user-specified quantities into database quantities.

2.3. Data Collection

We deployed a three phase task on AMT to crowdsource our data collection and annotation. The first phase involved the collection of food diaries, where we prompted Turkers to write meal descriptions as if describing them orally. The diaries were tokenized and used as input for the second phase, where we asked users to label food items within the diaries. The third phase combined the food diaries with their food labels and prompted Turkers to label the concepts associated
with a particular food item.

We collected and labeled approximately 6,000 food diaries for breakfast, lunch, dinner, and snack, which we used to train our language understanding models. We used the AMT label for a token if any one out of five Turkers labeled the token as a food item or property. Every tenth query was added to the test set, while all other queries are part of the training data. Turkers have high agreement when labeling foods and quantities, but more conflicts among brands and descriptions.

2.4. Language Understanding

The language understanding component of the nutrition system has two phases: semantically tagging food concepts and properties in a meal description, and assigning attributes to the correct food items. To accomplish the semantic tagging task, we utilized a variation of the standard CRF model, a semi-Markov conditional random field (semi-CRF). Rather than assigning an output label to each token, a semi-CRF assigns output labels to token segments [3]. In the second phase, we investigated three approaches for determining which attributes were associated with which foods: a Markov model, transformation-based learning, and a CRF. The CRF model performed best, achieving a token-level accuracy of 97.22% and a phrase-level F1 score of 87.13 [4].
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