Awareness, Training and Trust in Interaction with Adaptive
Spam Filters.

Henriette S.M. Cramer, Vanessa Evers, Maarten W. vaSomeren, Bob J. Wielinga
Human-Computer Studies, University of Amsterdam
Science Park 107
1098 XG Amsterdam, The Netherlands
hcramer@science.uva.nl
+31 (0)20 525 6660

ABSTRACT

Even though adaptive (trainable) spam filters aceramon
example of systems that make (semi-)autonomousidasi
on behalf of the user, trust in these filters haerb
underexplored. This paper reports a study of ushgpam
filters in the daily workplace and user behaviautraining
these filters (N=43). User observation, interviawd survey
techniques were applied to investigate attitudesitds two
types of filters: a user-adaptive (trainable) anule-based
filter. While many of our participants invested exsive
effort in training their filters, training did nafluence filter
trust. Instead, the findings indicate that usersterf
awareness and understanding seriously impactsidsst
and behaviour. Specific examples of difficultietated to
awareness of filter activity and adaptivity are atised
showing concerns relevant to all adaptive and (9emi
autonomous systems that rely on explicit user faeklb
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INTRODUCTION

Spam filters can help users deal with unwantedplicied
email. These filters are a widespread example stegys or
agents [10] that make decisions on behalf of ther.um
that capacity, spam filters offer a fine opportynfor
studying user interaction with and trust in (semi-)
autonomous and adaptive systems in real-life cositex
Users for instance need to trust a spam filtertmpetence,
as they risk losing communication that is relevanthem.
Trainable filters pose an additional challenge ¢hieving
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user trust as they rely on correction of filter takes,
especially when a filter isn't pre-trained. Usersed to
spend time and effort to train their filter. Thegvie to be
convinced to keep on training their system and nieed
understand the way the system learns. Studies am sp
filters can therefore provide interesting informatiabout
the usage of spam filters in specific, but also ubo
interaction with autonomous and adaptive systems in
general. Despite this opportunity, spam filter @sag a
surprisingly underexplored area.

Ways to develop spam filters are widely availalibei
information on user interaction with spam filtesssicarce.
Research is available on interaction with e.qg. -askptive
recommender systems [e.g. 1,2,12], but these stuldienot
address user attitudes towards filtering systenas tiave
been used in an everyday context over a longeogef
time. Research into trust in adaptive filters hasued
mostly on collaborative recommender systems (wbiabe
recommendations on preferences of other users wéo a
similar to the current user), and e.g. concentrabed
trustworthiness of other users of collaborativeoremender
systems [e.g. 15], instead of trust in the systeat makes
decisions for its user. Using spam filters miglsoabe seen
as more risky, as in contrast to recommenders, dioegot
recommend additional information items, but instead
potentially delete information sent by others.

This paper presents an effort to gain more undedgtg in

the ways that users trust systems that make (semi-)
autonomous decisions on their behalf by evaluatiog
people interact with spam filters. It investigateser
attitudes and trust toward adaptive, trainablewadl as
toward non-adaptive non-trainable filters.

BACKGROUND

Trust and awareness

Whether tasks such as deleting spam email, argatel to
a system is guided by trust in a system [6]. Bestdesting
a system’s intentions or internal goals, users uatal the
trustworthiness of a system by assessing its campet[4].
Risk and users’ own competencies also play a ddsang
and Lo Presti [9] point out that even though a uséaht
trust a system, he or she may not choose to rely when



1= possible SPAM (score 8.0) email_083658.pdf attached

1= possible SPAM (score 13.3) Account On-hold: Please confirm your
1= possible SPAM (score 13.4) Yiagra 100mg = 30 pills $3.33 per pill

eBay informations ...
buy now

1= possible SPAM (score 7.2) Missed the news, insight, comments and debate.

Figure 1 Subject lines adapted by the rule-basedifér to show an email had been marked as spam

its perceived benefits do not outweigh the riskugihg a
system. Users will also not depend on a system ey
expect to outperform it themselves [3]. Trust eggbc
guides reliance when a complete understandingsystem
is difficult [6]. Understanding however also affect
acceptance and trust [2,5,12]. While Tullio et[#B] show
that users of intelligent systems can over timenteu
initial misconceptions about a system's inner wagkj they
also found the overarching structure of users’ rment
models are relatively stable. When studying usesttin
adaptive systems, awareness and understandingdsheul
taken into account. Users first of all need to bare that
the system exists. This may seem trivial, but toaions
outside a lab setting, users are often not awardaptive
or trainable functionalities of the applicationgytuse (e.g.
trainable spamfilter icons that are ignored, merar b
options that suddenly ‘disappear’). For adaptivaingble
systems, users may not be aware that they can derovi
feedback, or may not fully understand what effécming
has on the filter. We argue that awareness of yetes's
existence and training facilities is a relevant-poedition
to studying trust in adaptive and autonomous system

Training adaptive systems

To learn which messages are spam and which areanot,
adaptive spam filter needs user feedback. The a@ipli
feedback often used for trainable spam filter (bygdirect

marking of messages as spam or non-spam) offers th

advantage of providing a sense of user controlchvigcian
positively impact trust [1,7]. Ideally, training wid also
increase trust through
However, understanding of systems and providingulise
feedback to improve their performance can be chgiley
[16]. Trainable filters also do not immediately exffa high
level of performance, but improve over time. Théuna of
trainable spam filters is that these systems rely o
correction of errors, further impeding trust. Uniorately,
trust rapidly decreases when users notice errods caty
slowly increases as a system performs without &rbt].
The study reported in this paper aims to investigater
attitudes and behaviours when using trainable amat n
trainable spam filters. We are especially inteidsie
understanding the role of trust and the factors itiativate
users to spend time and effort training a sparrfdystem.

METHOD
Data was collected through 30-min. to 1.5-hour isess
combining observation, in-depth interviews and aven

Jurk,

Participants were observed while using their regataail
clients at their own workplace. Participants weskea to
refrain from using email on the day of the sessonthat
their usual routine of checking email and dealirthwpam
messages could be observed. The number of email
messages, number of spam messages and the filiagse
were recorded. Afterwards, a semi-structured ifgarwas
conducted. Twelve open-ended questions concerned’us
experiences in interacting with (adaptive) spareifjltheir
attitudes towards spam and spam filter use. Intiaddiwe
asked participants to explain the way they thouipeir
email filter worked and to explain why they did {htrain
their spam filters. A survey that measured accejgtaof
and trust in information filters and in the traigirof
information filters concluded each session. The
questionnaire consisted of 7 items relating to the
participants’ background and 22 items based onaj8]
[14], concerning perceived filter usefulness, peed ease

of use, attitude toward the spam filter and depbititia of

the filter (Table 1). The questionnaire addressetth lising
and training the spam filter using two separat¢éices.

Filters

Participants’ use of their own spam filters wasleated.

Used were the Mozilla Thunderbird email client’siltsin

adaptive filter (N=12), a rule-based, non-adaptfiteer

installed on a central mail server (N=19), or b(itk=12).
oth filters can label, move or delete spam message

The Thunderbird client offered an adaptive, Bayesipam

improvement of performance.filter, which can be trained by correcting its raleés. The

filter labels messages as spam both in the liserogils
using an icon (Fig. 2, left) and using a messagenadin
email is opened (right). The ‘Junk’ icon and butttam be
used to actively (de-)label messages as junk @igNote:
more recent Thunderbird versions feature other scon
participants mainly used 2005 and 2006 versions).

The server-side filter was not adaptive or perdead| The
server-side filter assigned scores to emails, baseghich
and how many of the indicators a message is sphm (t
server’s rules) are fulfilled. If the score is highough, it is
then added to the spam email’s subject line (sege Bi
Users could not correct the spam filter if it madmistake,
but could add their own server-side rules.

Participants
Forty-three participants took part in the studyretir place

|@ Thunderbird thinks this message is junk. Thisis Mot Junk

Figure 2 Mozilla Thunderbird a. Junk icon, b. Junk button and c. warning text and correction button.



of employment at two research organisations. Thirgye

male. The mean age was 38 (range: 24-59, SD=12487).

worked in an area related to computer sciencepothers
did not. The average number of legitimate emails daey
was 18 (range:2-58, SD=15.5), the average of spaail®
was a relatively modest 26 (range:0-270, SD =31.8).

Table 1 Example items final scales, participant meascores
and standard deviations. Cronbach’s as reliability measure.
All 7-point (0-6) Likert-type scales.

Perceived usefulness of thiiiter 2 items,a = .869, M=5.31, SD=1.10
e.g. Use of a spamfilter enables me to deal wittemwgil more quickly.

Perceived ease of uddter 2 items,o = .822, M=4.52, SD=1.37
e.g. | find the spamfilter easy to use.

Attitude toward filter M=5.69, SD=.72
Using a spamfilter is a good idea.

Trust in filter 4 items,o = .765, M=3.15, SD=1.27
e.g. | think the spam filter correctly assessesileasaspam or non-spam.

Perceived usefulnessf training 2 items,a = .738, M=4.85, SD=1.31
e.g. | find it useful to train the spamfilter.

Perceived ease of use of training items,a = .860, M=4.53, SD=1.51
e.g. Training the spam filter is clear and undedidle to me.

Attitude toward training M=5.09, SD=1.38
Training the spam filter is a good idea.

Trust in training 3 items,o = .852, M=4.26, SD=1.26
e.g. | trust the outcome of the training procesthefspam filter.

RESULTS AND DISCUSSION

Using spam filters

To investigate whether the level of trust in aefiltwas
related to the level of delegation to a filter, Kkal-Wallis
tests were used to compare three groups: partisighat
allowed their filter to label emails (N=15), to moemails
(N=22) or to delete emails (N=4). Significant difaces
were found for usefulness (H(2)=13.896, p=.001}eeaf

use (F=3.655, p=.036) and attitude towards theerfilt

(H(2)=11.844, p=.003). Jonckheere's test
significant trend in the data: participants who Vdoallow

compared: users of the Thunderbird adaptive f{lierl2),

a non-adaptive server-side filter (N=14), or bod=16).
Kruskal-Wallis tests did not vyield any significant
differences between the three groups for perceived
usefulness, ease of use, attitude or perceivechdapdity.

The effects of user feedback

To see whether training of the filter affected truae
compared users who actively trained or correctesr th
adaptive filter, or added rules to their serveresiidter
(N=25) with those who did not (N=22). A significant
difference was found for trust in the system’s ritag
process (U=118.5, p(1-tailed)=.036). Scores fotigipants
who trained their filters were significantly high@vidn=5)
than for participants who did not do so (Mdn=3.bhese
results indicate that a user’s decision to traircarect an
adaptive spam filter has an important relation witist. It's
not trust in the system that plays a decisive riokgtead it is
trust in the training process in specific that ssaciated
with training behaviour. During interviews, parfiants did
report that training the spam filter increased rthirist in
the system as they could notice that it improvedwever,
even though they had spend considerable effontainihg
their filters, participants who corrected theitdits were not
found to delegate ‘higher risk’ tasks such as aatioally
moving or deleting spam.

Awareness and user feedback

The observation and interviews yielded interestimgights
into the importance of awareness. A number of pigdnts
expressed uncertainty about the settings of filkerd some
worried that there might be more filters activerththey
knew about. They feared ‘invisible filters’ mighteb
deleting emails before they even had the chancexsot
any control over filter settings. Furthermore, @ipants
often reported other filter settings than actualbgerved. In
this study, all of the participants who had a seside filter
were aware of the filter's activities, while a cafesable
portion (29%) of the participants who had an active

revealed aThunderbird filter were not. Even though the Thuhite

filter showed spam icons, a ‘mark as spam’ buttod a

for more autonomy of the system (from labelling, to warning message in the content of mails that drelled as

moving,
usefulness, ease of use of the filter and attitodeards it.
Trust however, was not found to be related to theices
for delegation. From the interviews, the social te@h in

which it was either acceptable or unacceptablese Email
messages from others appeared to play a large edaje,
participants receiving email from new clients couldt

afford filter mistakes. ‘Critical errors’ also apped

influential (e.g. a friend’s email marked as spa®gale
might also play a role; most participants receigethodest
amount of spam and e.g. participants who let thikér(s)

delete messages also appeared to receive the pawst s

Comparing adaptive and non-adaptive spam filters
To check whether there was a difference betweefiltees
in reported attitudes and perceptions, three groupee

to deleting spam) were more positive on spam (Fig. 2), not all users noticed and recogntbede.

Results from the observation studies indicated shatving
a unambiguous and hard to miss ‘possible spamtiaddio
an email’s subject line, as the server-side fittier (Fig 1),
worked better to make users aware a spam filteragtige
than showing an icon in the mailbox list of emails.

Such lack of awareness of participants of botleffittctivity
and interface items led to less-than-optimal tregni
behaviour in a number of ways. First of all, even
recognising the filter was active did not guaranteerect
usage of interface items related to training. Ineatreme
case a user did know about the filter and its it learn,
but did not understand its ability to learn fromample
spam messages. Instead this user had found a np¢ion-o
to add explicit rules and effectively had manuathtten an
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were misinterpreted as delete buttons. This led toFinally, qualitative findings indicate that facdttng
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